
ON THE RATIONALITY OF THE WEIL REPRESENTATION AND
THE LOCAL THETA CORRESPONDENCE

JUSTIN TRIAS

Abstract. We prove that the Weil representation over a non-archimedean local field
can be realised with coefficients in a number field. We give an explicit descent argument
to describe precisely which number field the Weil representation descends to. Our
methods also apply over more general coefficient fields, such as ℓ-modular coefficient
fields, as well as coefficient rings such as rings of integers i.e. in families. We also
prove that the theta correspondence over a perfect field is valid if and only if it is valid
over the algebraic closure of this perfect field. These two results together show that
the classical local theta correspondence is rational.
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Introduction

In Remark 2 of his note A Brief Survey on the Theta Correspondence, Dipendra
Prasad expresses the following expectation

It will be interesting to construct a model of the Weil representation which
is defined over a number field. Since all the known models require the
additive character ψ in an essential way, it does not seem obvious if it
can be done at all.

And he continues
1
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We note that the Weil representation of SL(2) can be defined over a num-
ber field because it is sum of its even and odd pieces, both of which are
defined over number fields: the even piece because it occurs in an expli-
cit principal series, and the odd piece because it is induced from compact
open subgroup.

One of the main goals of this paper is to address this question and define the Weil
representation over a number field. This is achieved in the second part of the manuscript.
To do so, we perform an explicit Galois descent on the Weil representation to obtain a
model defined over a number field. We work in the finite case and in the non-archimedean
local case i.e over a field F of characteristic not 2 that is either local non-archimedean
of residual cardinality q = pf or finite with cardinality q = pf . Because our methods
are explicit, we describe the minimal number fields over which the Weil representation
can be realised in the following table. We let p∗ be −p if p ≡ 3[4] and p if p ≡ 1[4]. We
denote by ω+ the even part and by ω− the odd part of the Weil representation. Here is
a summary of the results we obtain in Section 7.
Theorem A (Character fields and realisation fields when p ̸= 2).

Weil rep. ω+ ω−

char. field Q if q ∈ p2N

Q[
√
p∗] if q ∈ p2N+1

real. field Q if q ∈ p2N Q[
√

−p] if q ∈ p2N

Q[
√
p∗] if q ∈ p2N+1 Q[

√
p∗][

√
−p] if q ∈ p2N+1

We note that these fields do not depend on the size of the symplectic group on which the
Weil representation is built and only depend on q. We also obtain explicit results when
p = 2 but there are more subcases which not only depend on q but also on the field F
itself, so we do not explain them here and rather refer to Theorems 8.2 and 8.3. The
character and realisation fields of the Weil representation are obtained as the composite
of the character and realisation fields of the even and odd parts.

When our paper was finished, Dipendra Prasad kindly informed us of the existence
of two papers unknown to the author on the rationality of the Weil representation, one
in the finite case [Gro90, Sec 13] and another one in the non-archimedean case [CM12].
They both assume p is odd. It should be noted that they do not perform an explicit
descent, as we do in this paper. Therefore they can’t obtain an explicit model of the
Weil representation over a number field, but this can be extracted from our Galois
descent data by Theorem 7.1 and the explicit obstruction norm problem in Lemma 7.5.
Moreover [CM12] does not describe the Schur index in all cases. Our explicit descent
relies on an interpretation of the Weil representation in [Tri26] which is different from
[CM12] and is simpler to manipulate than the classical Schrödinger model they use,
which is realised over Q(ψ,

√
−1), where Q(ψ) the character field of a non-trivial smooth

character ψ : F → C×, whereas the model we use is directly realised over Q(ψ).
We now expose the main results of the first part of the manuscript, where we study

some generalities about rationality in the representation theory of locally profinite groups
and prove a result about the rationality of the largest isotypic quotient i.e. a compatib-
ility between the largest istoypic quotients over a perfect field R and over its algebraic
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closure. This applies in particular to theta lifts, which are obtained as largest isotypic
quotients. We then define the local theta correspondence over R in Section 4 as a set
of statements about finiteness, irreducibilty and uniqueness of the theta lifts. We prove
in Theorem 4.3 that the local theta correspondence is valid over R if and only if it is
valid over its algebraic closure. The other main result we obtain is a compatibility of
the theta lifts with Galois action in a sense we now explain. Let ψ : F → R× be a
non-trivial smooth character and let ωψ be the Weil representation. For a ∈ F×, let
ψa : t ∈ F 7→ ψ(at) ∈ R×, which is a non-trivial character. We denote by [ψ] the orbit
of the character ψ under the action of F×2. Then ωψ ≃ ωψ′ if and only if ψ′ ∈ [ψ]. We
denote by Θ[ψ] the theta lift to insist on the dependence in the character ψ. Let H1 and
H2 be a reductive dual pair in a symplectic group, or its lifts to the metaplectic group
to be more rigorous. Here is the compatibility we obtain at the end of the first part:

Theorem B (Theorem 4.8). Let R = Q and let σ ∈ Gal(Q/Q). Then Θ[ψ] is equivariant
for the action of the Galois group in the sense that, for all π1 ∈ IrrQ(H1), we have

σΘ[ψ](π1) ≃ Θ[ψσ ](σπ1).

There are several perspectives we would like to explore after this work, that appeared
as some sources of motivation at a late stage of writing, such as questions related to the
global theta correspondence and its rationality – the rationality of certain automorphic
periods seems of great interest and there is a series of papers [Pra04, Pra09, Pra10]
by Prasanna in this direction in the context of the Shimura correspondence and the
work of Waldspurger. There are also two additional questions that we do not address
in this work and intend to study later. On the one hand, we simply bound the field of
realisation in the local theta correspondence as it could shrink even more by pulling back
the Weil representation to a specific dual pair, though our result is optimal for the pair
(Sp(W ), {±1}). On the other hand, we did not consider the local archimedean version
of the Weil representation. Though its usual archimedean model may not be well suited
for a descent argument, its Fock model is more likely to be. Finally, one should be very
cautious towards splittings in the theta correspondence as they may require to introduce
some 4-th or 8-th roots of unity that could take us out of the realisation field.

Content of the paper. In the first section, we recall the definition of the character
field of a representation as well as the notion of a field of realisation. In the second
and third sections, we develop some general background about representations with
coefficients in a perfect field that is not necessarily algebraically closed. We explain how
extension and restriction of scalars behave and compare the largest isotypic quotients
over a base field and its algebraic closure. In the fourth section, we apply the results of
the previous sections in the context of theta lifts. We also introduce the Schur index.
In the fifth section, we expose the Galois descent theorems we are going to use and
we rephrase them in terms of Morita equivalences – representation theorists may find
this perspective appealing. The sixth section points out that the representation which
is at the heart of the construction of the Weil representation, namely the Heisenberg
representation, does not descend to a number field. This could look like a negative
answer to descending the Weil representation over a number field, but the answer is a
bit more subtle because, as we show in the last two sections, the Weil representation
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does descend to a number field even though the Heisenberg representation does not. This
is, in some sense, the obstacle Dipendra Prasad already remarked by referring to the
additive character ψ. The seventh and eighth sections are dedicated to performing our
explicit Galois descent on the Weil representation. On top of finding the character field
and the fields of realisation for the – even and odd parts of the – Weil representation, we
are also able to determine its Schur index. Our results also apply in the modular setting
– i.e. for coefficient fields of positive characteristic – and in families – i.e. for coefficient
rings such as rings of integers.
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Notations

A locally profinite group G is a locally compact totally disconnected topological group.
Let K be a compact open subgroup of G. The pro-order of K is the least common
multiple of the cardinality of the finite quotients of K [Vig96, I.1.5]. The pro-order |G|
of G is the least common multiple of the |K|’s where K runs over all compact open
subgroups of G. When G is a reductive group over F , i.e. the F -points of a reductive
algebraic group defined over F , we usually have |G| = nfp

k where nf ∈ N is prime-to-p
and k ∈ N ∪ {∞}.

LetR be a commutative ring. Let C∞c (G,R) be the space of locally constant compactly
supported functions on G valued in R. If G contains an open subgroup of invertible pro-
order in R, there exists a Haar measure µ of G with values in R by [Vig96, I.2.4]. If a
compact open subgroup K has invertible pro-order in R, there exists a unique measure
µK such that K has volume 1. We call it the normalised measure on K. All such
normalised measures are unique up to a scalar in R× and the normalised measures
generate all Haar measures on G. After fixing a normalised measure of G, we can endow
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C∞c (G,R) with a structure of R-algebra and we denote this algebra by HR(G) and call
it the Hecke algebra.

An R[G]-module V is smooth if StabG(v) = {g ∈ G | g · V } is open in G for all
v ∈ V . We also use the word representation for a smooth R[G]-module. We denote by
RepR(G) the category of smooth R[G]-modules. We say a representation is admissible if
the subspace of K-fixed vectors V K is a finitely generated R-module. Let H be a closed
subgroup of G, we define a functor IndGH : RepR(H) → RepR(G) where for σ ∈ RepR(H),
we associate the space IndGH(σ) of functions f : G → σ such that f(hg) = σ(h)f(g) and
f is smooth, endowed with the smooth G-action g · f(g′) = f(g′g). We also define the
subfunctor indGH of IndGH by moreover requiring that f has compact support modulo H.

For n ∈ N, we denote by ζn ∈ C the usual primitive n-root of unity i.e. ζn = e
2iπ
n .

If there exists a non-trivial smooth (additive) character ψ : F → R×, then necessarily
the characteristic ℓ of R is different from p. Moreover R must contain enough p-roots or
p-power roots of unity. Let Z[ζp∞ ] = ∪kZ[ζpk ] and let

A =


Z[1

p , ζp∞ ] if char(F ) = 0;

Z[1
p , ζp] if char(F ) > 0.

Then there exists a non-trivial character ψ : F → R× if and only if R can be endowed
with a structure of A-algebra. We always assume R satisfies this condition.

Let F be a field of characteristic different from 2, that is either a finite field of car-
dinality q or a non-archimedean local field of residue characteristic q. We write q = pf .
When F is local non-archimedean, we let OF be its ring of integers and kF its residue
field and we fix a uniformiser ϖF in OF . Let ( , )F be the quadratic Hilbert symbol,
which is trivial if F is finite. If F is local non-archimedean and V is a finite dimensional
F -vector space, a lattice in V is a free OF -module of rank the dimension of V .

Let (W, ⟨ , ⟩) be a symplectic vector space of dimension n = 2m over F . A subspace
X ⊆ W is totally isotropic if ⟨ , ⟩|X×X is identically zero. A totally isotropic subspace is
maximal if and only if it has dimension m. Such a maximal space is called a Lagrangian
in W . A complete polarisation W = X ⊕ Y is made of two transverse Lagrangians X
and Y in W . The symplectic group Sp(W ) is the group of isometries of W .

Part 1. Generalities about rationality

1. Rationality

1.1. Let R be a commutative ring. Let H be an R-algebra. Let V be an H-module that
is finite free as an R-module. Let B = (ei)i∈I be an R-basis of V and let (e∗i )i∈I be its
dual basis in HomR(V,R). This defines endomorphisms em,n = e∗n⊗R em ∈ EndR(V ) for
m,n ∈ B via

em,n(
∑
i∈I

riei) = rnem

where (ri)i∈I are elements in R.
For h ∈ H, we denote by hV ∈ EndR(V ) the action of h on V . There exists a

unique family (αm,n)m,n∈I of elements of R such that hV =
∑
m,n∈I αm,nem,n. We define
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trV : H → R by
trV (h) =

∑
m∈I

αm,m.

It is well-known that trV is actually independent of the choice of the basis B.

Definition 1.1. We call trV the trace-character of V .

1.2. From now on, let R0 be Q or Fℓ and assume R is an algebraic extension of R0. We
define Rc(V ) as the subfield of R generated by R0 and the values of trV .

Definition 1.2. We call Rc(V ) the character field of V and we call any subfield of R
containing Rc(V ) a field of character of V .

1.3. Let Aut(R) be the automorphism of fields ofR. Such automorphisms are necessarily
R0-linear, so this is also AutR0(R). For Z a subset of Aut(R), we denote by RZ the
subfield of R formed by the elements fixed by Z.

For σ ∈ Aut(R), let fσ : V → V be the σ-equivariant isomorphism defined by

fσ(
∑

riei) =
∑

σ(ri)ei.

We endow the R-vector space V fσ = V with the action H-action defined by
hV fσ = fσhV f

−1
σ ∈ EndR(V ) for h ∈ H.

If B′ = (e′i) is another R-basis of V , we can define f ′σ and V f ′
σ in an analogous way.

The two H-modules V fσ and V f ′
σ thus obtained are isomorphic. We denote by V σ this

well-defined isomorphism class.
Let H(V ) = {σ ∈ Aut(R) | V σ ≃ V } and set Rr(V ) = RH(V ).

Definition 1.3. We call Rr(V ) the rationality field of V and we call any subfield of R
containing Rr(V ) a field of rationality of V .

1.4. Let R̄ be an algebraic closure of R. We say V is absolutely simple if V ⊗R R̄ is a
simple (H ⊗R R̄)-module. By the linear independence of characters [Bou12, A VIII.376],
we deduce that

Proposition 1.4. If V is absolutely simple, then Rc(V ) = Rr(V ).

In this situation, we simply write R(V ) for the character/rationality field of V .

Remark 1.5. Note that, in positive characteristic ℓ, we have trℓV = ℓtrV is always
identically zero, so Rc(ℓV ) = R0 in this case, though Rr(ℓV ) may be a strict extension
of R0. Therefore the proposition does not extend to all V semisimple.

1.5. Let H0 be an R0-algebra and assume H = H0 ⊗R0 R. The algebraic R̄ of R is also
an algebraic closure of R0. If R′ ⊆ R̄ is a subfield, we set HR′ = H0 ⊗R0 R

′.

Definition 1.6. We say a subfield R′ ⊆ R̄ is a field of realisation of V if there exists an
HR′-module V ′ such that V ′ ⊗R′ R̄ ≃ V ⊗R R̄ as HR̄-modules.

When V ′ is realisation of V over R′, it is clear that Rc(V ′) = Rc(V ). Therefore a
field of realisation of V is always a field of character. In the context of Proposition 1.4,
a field of realisation is also a field of rationality if V is absolutely simple.
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1.6. We assume that V is absolutely simple. Let m(V ) ∈ N ∪ {+∞} be the infimum of
the degrees [R′ : R(V )] where R′ runs over the fields of realisation of V .

Definition 1.7. We call m(V ) the Schur index of V .

1.7. WhenG is a locally profinite group admitting a compact open subgroup of invertible
pro-order in R, there exists a Haar measure on G with values in R by [Vig96, I.2].
This leads to define the Hecke algebra HR(G) with coefficients in R by [Vig96, I.3].
A smooth representation V of G with coefficients in R is an R[G]-module such that
StabG(v) = {g ∈ G | g · v = v} is open for all v ∈ V . We denote by RepR(G) the
category of smooth representations and by IrrR(G) the isomorphism classes of irreducible
representations.

We say that V ∈ RepR(G) is admissible if for all compact open subgroups K of G
the vector space V K of K-fixed vectors has finite R-dimension. The trace-character
trV : HR(G) → R of admissible representations is defined in [Vig96, I.6]. When K is
a compact open subgroup of G, its restriction to the relative Hecke algebras HR(G,K)
gives a trace-character as considered above. If V ∈ RepR(G) is admissible of finite type,
then V is generated by V K for some compact open subgroup K of G. In this case, we
set Rc(V ) = Rc(V K) and Rr(V ) = Rr(V K), which do not depend on the choice of K.
If moreover V is absolutely simple, we simply write R(V ).

2. Scalar extension and restriction of scalars

In this section, let R be a field.

2.1. Let G1 and G2 be locally profinite groups. We assume G1 and G2 contain compact
open subgroups of invertible pro-order in R. Let (π1, V1) ∈ RepR(G1) and set D1 =
EndR[G1](π1). The representation (π1, V1) is a left D1-module via f1 · v1 = f1(v1) for
f1 ∈ D1 and v1 ∈ V1. This module structure commutes with the G1-action, so V1 is a
module over D1 ⊗R R[G1] = D1[G1]. We use similar notations for G2.

We now assume (π1, V1) ∈ RepR(G1) and (π2, V2) ∈ RepR(G2) are two irreducible
representations. Their endomorphism rings D1 = EndR[G1](π1) and D2 = EndR[G2](π2)
are division algebras by Schur’s lemma. We apply [Bou12, A VIII.210, Th 2] to obtain:

Lemma 2.1. We set V = V1 ⊗R V2 ∈ RepR(G1 ×G2) and D = EndR[G1×G2](V1 ⊗R V2).
Then

D ∼= D1 ⊗R D2.

Moreover, the set V of subrepresentations of V is in bijection with the set D of right
sub-D-modules of D, thanks to the inclusion preserving bijection

D → V
D′ 7→ D′V

.

2.2. Thanks to Lemma 2.1, which is a good replacement in the modular setting for the
linear independence of characters, we are going to generalise [Vig96, II.4.4] which is only
valid in characteristic 0.

Let G be a locally profinite group containing a compact open subgroup of invertible
pro-order in R. We recall the definition of the action of a “Galois” element on a given
representation. Let R′ be an algebraic extension of R and let w : R′ → R′ be an
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automorphism of R-algebras. For any representation (ρ, V ) ∈ RepR′(G), choosing an
R′-basis (ei)i∈I of V , we define (wρ, V ) ∈ RepR(G) by

[wρ(g)]i,j = w([ρ(g)]i,j ]) where i, j ∈ I and g ∈ G.

We obtain a well-defined representation in the sense that the isomorphism class of (wρ, V )
is independent of the choice of the basis (ei)i∈I [Vig96, II.4.1.a].

We fix an algebraic closure R̄ of R and recall a few notions from [Vig96, II.4]. The
rationality field Rr(ρ) of a representation ρ ∈ RepR̄(G) is defined as the fixed field of
H(ρ) = {w ∈ GalR(R̄) | wρ ≃ ρ} in R̄ i.e.

Rr(ρ) = R̄H(ρ).

Note that the extension Rr(ρ)/R is not normal in general, or equivalently H(ρ) is not
necessarily normal in GalR(R), even if R = Q. Indeed, endow G = Z with the discrete
topology. The character χ sending 1 ∈ Z to 3√2 ∈ Q has rationality field Q[ 3√2] since
H(χ) = Gal(Q/Q[ 3√2]) but the extension Q[ 3√2]/Q is not normal. For finite groups
however, normality is ensured by the fact that there exists a cyclotomic extension, de-
pending on the exponent of G, that is a splitting field i.e. all irreducible representations
can be realised over that field.

If R is not perfect, we also remark that Rr(ρ)/R can be really big because Rr(ρ) must
contain the perfect closure of R. To avoid complication coming from the imperfect case,
we exclude it from now on.

Remark 2.2. When ρ is admissible and finitely generated, we can relate Rr(ρ) to the
rationality field defined in Section 1. For all compact open subgroups K of invertible
pro-order such that ρK generates ρ, we have Rr(ρ) = Rr(ρK). We can also define
the character field Rc(ρ) of rho by defining its trace-character as in [Vig96]. Then
Rc(ρ) = Rc(ρK) = Rr(ρK) by Proposition 1.4 and we can denote this field by R(ρ).

2.3. From now on, assume R is a perfect field. A field of realisation of ρ is a field E such
that there exists τ ∈ RepE(G) irreducible such that τ ⊗E R̄ ≃ ρ. In this case, we say
that ρ can be realised over E. Since R is perfect, the algebraic extension R̄/R is Galois
and we know [Vig96, II.4.1.c] that a field of realisation of ρ must contain its rationality
field Rr(ρ) and its character field Rc(ρ). If ρ is irreducible and admissible, we recall that
its character/rationality field R(ρ) is not necessarily a field of realisation and the Schur
index m(ρ) measures the smallest degree of a field of realisation over R(ρ). For E a field
extension of R, we let HomR(E, R̄) denote the R-linear embeddings of the field E in R̄.

Theorem 2.3. Let R be a perfect field. Let π ∈ RepR(G) be irreducible and admissible.
Then D = EndR[G](π) has finite dimension over R. Let

• E be the centre of D and n = dimR(E);
• m be the degree of D over its centre E i.e. m2 = dimE(D).

Let ρ ∈ RepR̄(G) be an irreducible factor in π ⊗R R̄. Let Oρ be the GalR(R̄)-orbit of ρ.
Then Oρ is a finite set i.e. R(ρ)/R is finite and we have

π ⊗R R̄ ≃ m

( ⊕
ρw∈Oρ

ρw

)
.
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Moreover there exists a bijection Oρ ≃ HomR(E, R̄) compatible with the GalR(R̄)-actions
on each side. In particular |Oρ| = n and R(ρ) ≃ E.

Proof. We are going to show there exists a finite extension R′ of R in R̄ such that the
result is true over R′. Our goal is to prove that the representation π1 ⊗R R

′ is a sum of
absolutely irreducible representations with the same multiplicity and obtained as Galois
conjugate of one another. First of all, D is a division algebra by Schur’s lemma and R
is contained in its centre E. This division algebra has finite dimension over R because
π is admissible and irreducible. In particular there exists a (separable) extension E′ of
E of degree m, where m2 = dimE(D), such that D ⊗E E

′ ≃ Mm(E′) is split.
We embed E′, and therefore E, in R̄ and take the Galois closure R′ of E′ in R̄.

We see R′ as a an irreducible representation of the group Z endowed with the discrete
topology in the following way. Thanks to the primitive element theorem, there exists a
non-zero β ∈ R′ with minimal polynomial P such that R′ = R[β] ≃ R[X]/(P (X)). The
representation (π′, R′) ∈ RepR(Z) defined by π′(1) = β ∈ GLR(R′) is irreducible.

According to Lemma 2.1, the subrepresentations of π1 ⊗R π2 = π1 ⊗R R
′ correspond

to right sub-(D ⊗R R
′)-modules of D ⊗R R

′ = EndG(π) ⊗R R
′. Since

E ⊗R R
′ ≃

∏
HomR(E,R′)

R′

and |HomR(E,R′)| = n, we deduce that

D ⊗R R
′ ≃

∏
1≤k≤n

Mm(R′).

Moreover π ⊗R R
′ is semisimple by [Vig96, II.4.2]. Since D ⊗R R

′ = EndG(π ⊗R R
′)

by Lemma 2.1 again, there exist non-isomorphic irreducible representations (τk) in
RepR′(G) such that

π ⊗R R
′ ≃

⊕
1≤k≤n

(mτk).

Moreover EndG(τk) = R′, so each τk is absolutely irreducible. As a result ρk = τk ⊗R′ R̄
is irreducible. Hence π ⊗R R̄ ≃ m(

⊕
1≤k≤n ρk).

There remains to show that GalR(R′) acts simply transitively on the n isomorphism
classes defined by the family (τk). Because π is defined over R, σ(π⊗R R

′) and π⊗R R
′

are isomorphic for all σ ∈ GalR(R′). Let ek be the idempotent in D which cuts the
τk-isotypic part of π ⊗R R

′. Note that ek ∈ E ⊗R R
′ belongs to the centre of D. The

Galois group GalR(R′) acts transitively on HomR(E,R′). It also induces an action on
E ⊗R R

′ which acts transitively on the ek’s. Let σ ∈ GalR(R′) and let k′ be such that
σek = ek′ . We obtain

σ(mτk) ≃ σ(ek(π ⊗R R
′)) ≃ ek′σ(π ⊗R R

′) ≃ ek′(π ⊗R R
′) ≃ mτk′ .

So the τk form a single orbit under GalR(R′). Furthermore there exists a unique τ
among the τk’s such that E → D ⊗R R

′ → EndR′[G](τ) = R′ corresponds to the natural
containment E ⊂ R′. We have Oτ ≃ HomR(E,R′) by associating to τk the embedding
E → D⊗RR

′ → EndR′[G](τk) = R′. This bijection is compatible with the natural action
of GalR(R′) on each side. Let σ ∈ GalR(R′). Then στ ≃ τ if and only if E ⊆ R′ is
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preserved by σ i.e. if i1 : E ⊆ R′ is the natural containment, we have σ ◦ i1 = i1. We
deduce that E(τ) = E in R′. This completes the proof. □

2.4. We have the following lemma for the restriction of scalars:

Lemma 2.4. Let R be a perfect field. Let ρ ∈ RepR̄(G) be an irreducible admissible
representation that can be realised over a finite extension of R. Then there exists an
irreducible admissible representation π ∈ RepR(G), unique up to isomorphism, such that
π ⊗R R̄ contains ρ as a subquotient. We denote it by π(ρ,R). Moreover, if R′ is a field
of realisation of ρ of minimal degree such that τ ⊗R′ R̄ = ρ with τ ∈ RepR′(G), then

π(ρ,R) ≃ τ |R.

Proof. We start by proving the uniqueness statement. For all irreducible admissible
π ∈ RepR(G), the representation (π⊗RR̄)|R is π-isotypic. Therefore, for any subquotient
W of π⊗R R̄, the representation W |R is π-isotypic. In particular this holds when W = ρ.
As ρ|R is isotypic, this ensures the uniqueness of the representation π assuming it exists.

We realise ρ over a finite extension R′ of R with τ ⊗R′ R̄ = ρ. It is clear that τ
is admissible because ρ itself is. This implies that τ |R is admissible. Since τ |R is of
finite type, it admits an irreducible quotient π i.e. there exists a non-zero morphism
f : τ |R → π. Let ϕ : R[G] → R′[G] be the obvious inclusion. Then the forgetful
functor RepR′(G) → RepR(G) has the functor HomR[G](R′[G],−) as a right adjoint. By
adjunction, there corresponds to f a non-zero morphism f ′ : τ → HomR[G](R′[G], π) so
f ′ is injective. Hence τ |R is a subrepresentation of

(HomR[G](R′[G], π))|R ≃
⊕

[R′:R]
π.

So τ |R is π-isotypic with finite multiplicity. We deduce that π is admissible because
τ |R is and the functor of invariants for compact open subgroups is left exact. Therefore
π = π(ρ,R) exists and is admissible.

There remains to show the assertion π(ρ,R) ≃ τ |R if the extension R′/R has minimal
degree. We let π denote π(ρ,R) below to lighten notations. We have already shown that
τ |R is π-isotypic with finite multiplicity. So we simply need to show it is irreducible. By
Theorem 2.3, there exists a subfield E′ of R′ isomorphic to the centre E of D = EndG(π)
such that R′/E′ has degree m. In particular

π ⊗E′ R′ ≃ mτ and (π ⊗E′ R′)|R = ⊕[R′:E′]π = mπ.

Then mτ |R ≃ mπ i.e. τ |R ≃ π. □

Corollary 2.5. Let G be a reductive gorup over a non-archimedean local field. Suppose
R is a perfect field and G contains open subgroups of invertible pro-order in R. Then an
irreducible representation in RepR(G) is admissible.

Proof. We first assume G is connected. On the one hand, an irreducible representation
ρ in RepR̄(G) is admissible. This well-known fact [Vig96, Chap. II, 2.8] is a consequence
of the existence of the fact that it is true for cuspidal representations, we then deduce
it for all irreducible by the existence of the cuspidal support and by other properties of
parabolic induction. On the other hand, any irreducible representation ρ in RepR̄(G)
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can be realised over a finite extension of R by [Vig96, Chap. II, 4.7]. We can apply 2.4
to conclude.

If G is not connected, then its connected part is a normal subgroup of finte index.
The same arguments as earlier apply by defining parabolics and cuspidality in the non-
connected case. □

Remark 2.6. The corollary also applies to covering groups because they have parabolic
subgroups, we can define cuspidality and we have the existence of the cuspidal support.

3. Largest isotpyic quotients

Let R be a perfect field. We suppose there exists an open subgroup of G1 × G2 of
invertible pro-order in R.

3.1. The following theorem generalises the results of [Fla79] obtained for R = C and
[Vig01, Th. A.4] obtained for R is algebraically closed.

Theorem 3.1. Let R be a perfect field.
a) If π1 ∈ RepR(G1) and π2 ∈ RepR(G2) are two irreducible admissible representa-

tions, then π1 ⊗R π2 ∈ RepR(G1 ×G2) is a semisimple admissible representation.
b) If π is an irreducible admissible representation in RepR(G1 × G2), there exist

irreducible admissible representations π1 of G1 and π2 of G2 such that π is a
quotient of π1 ⊗R π2. Moreover π1 and π2 are unique up to isomorphism i.e. π
determines these isomorphism classes.

Proof. a) By Lemma 2.1, it is equivalent to show that D = EndG1(π1) ⊗R EndG2(π2) is
a semisimple R-algebra. Since D has finite dimension over R by admissibility of π1, we
will simply prove that its centre is reduced. However, its centre is E1 ⊗R E2 where E1
and E2 are the centres of the respective endomorphism algebras. Because R is perfect,
these finite extensions E1 and E2 are separable, which ensures E1 ⊗R E2 is reduced.
b) Same proof as [Vig96, Th A.4], which follows [Fla79] and uses [Bou12, A VIII.208]. □

In the second point above, the representation π can happen to be a strict quotient of
π1 ⊗R π2 since the latter is not necessarily irreducible. We give a sufficient condition so
that the tensor product of two irreducible representations is irreducible.

Lemma 3.2. Suppose the representations π1 and π2 are irreducible admissible and there
exists a non-zero morphism of R-algebras D2 → Dop

1 . Then π1 ⊗D2 π2 ∈ RepR(G1 ×G2)
is an irreducible admissible representation.

Proof. Let v =
∑
vi1 ⊗D2 v

i
2 ∈ π1 ⊗D2 π2. Since D2 = EndG2(π2) is a division algebra,

we can choose a finite family vi2 that is free over D2 and such that v =
∑
vi1 ⊗D2 v

i
2

with vi1 ̸= 0. We are going to show that V1 ⊗D2 v
1
2 is contained in the subrepresentation

generated by v, which is enough to show that v generates π1 ⊗D2 π2. To do so, we choose
an element f2 ∈ R[G2] such that

π2(f2)vi2 =
{

0 if i ̸= 1
v1

2 if i = 1 .

Such an element always exists. Indeed, let A be the image of R[G2] → EndR(π2).
Then A is contained in EndEndG2 (π2)(π2) = Endcomm(A)(π2) = comm(comm(A)) where
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comm means the centraliser of an algebra in EndR(π2). We consider the subspace W2
of π2 generated by the vi2’s. The map we want to interpolate is the projection on v1

2
with kernel generated by the other vi2’s. In particular, there exists b ∈ EndD2(π2) =
comm(comm(A)) whose restriction b|W2 to W2 realises this projection. As the family vi2
is finite, there exists a ∈ A such that a|W2 = b|W2 by [Vig96, Chap. I, B.6]. Hence the
existence of f2. So V1 ⊗D2 v

1
2 is contained in the subrepresentation generated by v. □

3.2. The following two lemmas generalise [MVW87, Chap. 2, Lem. III.3 & Lem. III.4].
The modifications in the proofs are very minor, by considering tensor products over
division algebras instead of algebraically closed fields, so we omit the proofs.

Lemma 3.3. Let (π1, V1) ∈ RepR(G1) be an irreducible admissible representaion. Let
(π2, V2) ∈ RepR(G2). Suppose V2 is endowed with a structure of right D1-module com-
patible with the action of G2, this means we have a morphism of R-algebras

D1 → Dop
2 .

Let V ∈ RepR(G1 ×G2) be a subrepresentation in V2 ⊗D1 V1. There exists a subrepres-
entation V ′2 of V2, endowed with a structure of right D1-module, such that V = V ′2 ⊗D1 V1
in RepR(G1 ×G2).

When the fieldR is algebraically closed, the results above simplify significantly because
D1 and D2 are simply R. The result below generalises the usual largest isotypic quotient,
which has has a simpler form again over algebraically closed fields.

Lemma 3.4. Let (π, V ) ∈ RepR(G1 × G2). Let (π1, V1) ∈ RepR(G1) be irreducible
admissible.

• We define a subrepresentation of V by

V [π1] =
⋂

f∈HomG1 (V,V1)
Ker(f) ∈ RepR(G1 ×G2).

The largest π1-isotypic quotient of V is the representation

Vπ1 = V/V [π1] ∈ RepR(G1 ×G2).

• There exists an HR(G2)−D1-bimodule (π2, V2), unique up to isomorphism, such
that

Vπ1 ≃ π2 ⊗D1 π1.

Moreover, we have an isomorphism of HR(G2) −D1-bimodule :

V2 ≃ (V ⊗R HomD1(V1, D1)∞)1G1
.

We can also consider several largest isotypic quotients at once. The proof of the result
below is rather straightforward for two irreducible representations, and the general case
follows by a simple induction argument, so the proof is left as an exercise for the reader:

Corollary 3.5. Let (π1,i)i∈I be a finite family of non-isomorphic irreducible represent-
ations. For V ∈ RepR(G1 ×G2), we denote by pπ1,i the projection V 7→ Vπ1,i. Then

pI : v ∈ V 7→ (pπ1,i(v))i∈I ∈ ⊕i∈IVπi1
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is surjective and has kernel⋂
i∈I

V [π1,i] =
⋂

f∈HomG1 (V,⊕i∈Iπ1,i)
Ker(f).

3.3. We fix an algebraic closure R̄ of a perfect field R. For all irreducible admissible
representation π1 in RepR(G1), Theorem 2.3 guarantees the existence of an irreducible
admissible ρ1 ∈ RepR̄(G1) such that

π1 ⊗R R̄ ≃ m1

( ⊕
ρσ1∈Oρ1

ρσ1

)

where Oρ1 is the Galois orbit of ρ1, which is a finite set in bijection with the embeddings
of fields HomR(R(ρ1), R̄). We write wρ1 for the corresponding σρ ∈ Oρ1 .

Let V ∈ RepR(G1 ×G2). We relate the space of π1-coinvariants Vπ1 to the spaces of
(wρ1)-coninvariants Vwρ1 for w ∈ HomR(R(ρ1), R̄) in the result below:

Theorem 3.6. Suppose R is perfect. Let (π1, V1) be an irreducible admissible represent-
ation in RepR(G1). We consider the decomposition of π1 ⊗R R̄ given in Theorem 2.3.
Then for all V ∈ RepR(G1 ×G2), we have

Vπ1 ⊗R R̄ ≃
⊕

w∈HomR(R(ρ1),R̄)

(V ⊗R R̄)wρ1 .

Proof. By Corollary 3.5, the map

V ⊗R R̄ →
⊕

w∈HomR(ER(ρ1),R̄)

(V ⊗R R̄)wρ1

is surjective and has kernel
⋂
w(V ⊗R R̄)[wρ1]. We are going to show that

V [π1] ⊗R R̄ =
⋂

w∈HomR(R(ρ1),R̄)

(V ⊗R R̄)[wρ1].

The latter equality will lead to (V ⊗R R̄)/(V [π1]⊗R R̄) ≃ Vπ1 ⊗R R̄ is the largest isotypic
quotient of V associated to the finite family (wρ1)w in the sense of Corollary 3.5.

The direct inclusion is the easiest part. Let v ∈ V [π1]. We want to prove that for all
w ∈ HomR(R(ρ1), R̄) and all f ∈ HomR̄[G1](V ⊗R R̄,

wρ1), we have v ⊗R 1 ∈ Ker(f). In
particular, such an f defines a morphism of R[G1]-modules (V ⊗R R̄)|R → (wρ1)|R by
restriction of scalars. Moreover, the morphism f is non-zero if and only if its restriction
to V ⊗R 1 = {v ⊗R 1 | v ∈ V } is non-zero. However, according to the first lines of the
proof of Lemma 2.4, we know that the representation (wρ1)|R is π1-isotypic. Therefore
f |V⊗R1 : V ≃ V ⊗R 1 → (wρ1)|R ≃ ⊕π1. So f(v ⊗R 1) = 0 by definition of V [π1].

Regarding the reverse inclusion, we know thanks to Lemma 3.4 that there exists a
smooth R[G2] − D1-bimodule V2 such that Vπ1 ≃ V2 ⊗D1 V1 where D1 = EndG1(π1) is
a division algebra of degree m1 over its centre. Moreover, we have an isomorphism of
representations

Vπ1 ⊗R R̄ ≃ (V2 ⊗R R̄) ⊗D1⊗RR̄ (V1 ⊗R R̄).
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Thanks to Theorem 2.3, the ring D1⊗R R̄ is isomorphic to
∏
w ewD ≃

∏
wMm1(R̄) where

(ew)w is a system of primitive central idempotents in D1 ⊗R R̄. We deduce that

Vπ1 ⊗R R̄ ≃
⊕

Vw ⊗ewD (m1
wρ1)

where m1
wρ1 = ew(π1 ⊗R R̄) and Vw = V2ew.

We now prove there exists a representation V2,w ∈ RepR̄(G2) such that

Vw ⊗ewD (m1(wρ1)) ≃ V2,w ⊗R̄ (wρ1).

Indeed ewD ≃ Mm1(R̄), and by denoting ei,j the elementary matrix in Mm1(R̄), we
have e1,1 + · · · + em1,m1 = Idm1 which is a decomposition of the unit as a sum of
idempotents. These idempotents are not necessarily central in Mm1(R̄). Nevertheless,
each ei,i defines a map v ∈ Vw 7→ vei,i ∈ Vw which is a morphism of R̄[G2]-modules.
In addition ei,iVw ≃ e1,1Vw for all i. Denoting V2,w = Vwe1,1 ∈ RepR̄(G2), we have
Vw ≃ m1V2,w and (m1V2,w) ⊗Mm1 (R̄) (m1(wρ1)) ≃ V2,w ⊗R̄ (wρ1). Therefore the quotient
V ⊗R R̄ → V2,w ⊗R̄ (wρ1) factors through (V ⊗R R̄)wρ1 by definition of the largest wρ1-
isotypic quotient. So the quotient V ⊗R R̄ → Vπ1 ⊗R R̄ ≃ ⊕wV2,w ⊗R̄ (wρ1) factors
through ⊕w(V ⊗R R̄)wρ1 . In other words ∩w(V ⊗R R̄)[wρ1] ⊆ V [π1] ⊗R R̄. □

4. Isotypic lifts and rationality

Let H1 and H2 be locally profinite groups. Let R be a perfect field and assume there
exist open subgroups of H1 × H2 of invertible pro-order in R. Assume all irreducible
representations in RepR(H1) and RepR(H2) are admissible. Let V ∈ RepR(H1 ×H2).

4.1. Given an irreducible representation π1 of H1, Lemma 3.4 allows us to define the
isotypic lift Θ(π1), which is a representation of H2 endowed with a compatible right
action of D1 = EndR[H1](π1), such that Vπ1 ≃ Θ(π1) ⊗D1 π1. We use the notation Θ for
the π1-isotypic lift as there is an obvious analogy with the definition of the theta lifts.

Theorem 4.1. Let π1 ∈ IrrR(H1). There exists Θ(π1) ∈ RepR(H2), endowed with a
compatible structure of right D1-module, such that Vπ1 ≃ Θ(π1) ⊗D1 π1. Moreover Θ(π1)
is unique up to isomorphism of smooth R[H1] −D1-bimodules.

When R is algebraically closed, or π1 is absolutely irreducible, the division algebra D1
above is simply R. The structure of right D1-module then corresponds to the natural
R-module structure of the representation Θ(π1). When R = C, we then find the usual
definition of an isotypic lift, such as the big theta lift.

4.2. Let π1 ∈ IrrR(H1). We are going to define the three main statements at the heart
of a correspondence such as the theta correspondence. The first one is

(Fin) the R[H2] −D1-bimodule Θ(π1) has finite length.
If (Fin) holds, the maximal semisimple quotient θ(π1) of the R[H2]−D1-bimodule Θ(π1),
also called the cosocle, is well-defined. We add the second statement

(Irr) θ(π1) is irreducible or 0.
We also add when (Fin) and (Irr) hold for all π1, the third statement

(Uni) 0 ̸= θ(π1) ≃ θ(π′1) if and only if π1 ≃ π′1.
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Remark 4.2. In particular 0 ̸= θ(π1) ≃ θ(π′1) means an isomorphism of R[H2]-module
that is compatible with the respective structures of right modules via some isomorphism
EndR[H1](π1) ≃ EndR[H1](π′1).

These statements are related to the field R and we want to show these three statements
over R are equivalent to the analogous statements over an algebraic closure R̄ of R using
V ⊗R R̄. We call (ΘR) the statements (Fin)-(Irr)-(Uni) over R. The goal of the section
is to prove the following:

Theorem 4.3. Recall that R is a perfect field and fix an algebraic closure R̄ of R. Then
the following assertions are equivalent

a) (ΘR) hold for all π1 ∈ IrrR(H1);
b) (ΘR̄) hold for all ρ1 ∈ IrrR̄(H1).

The proof of the theorem will occupy the next paragraphs. We prove the equivalence
of the three statements separately.

4.3. We start by explaining how the isotypic lift behaves with respect to scalar extension.
Let π1 ∈ IrrR(H1). By choosing an irreducible factor ρ1 in π1 ⊗R R̄, we can consider the
decomposition of Theorem 2.3

π1 ⊗R R̄ ≃ m1

( ⊕
w∈HomR(R(ρ1),R̄)

wρ1

)
.

Moreover E1 ≃ R(ρ1) where E1 is the centre of D1.

Lemma 4.4. We have an isomorphism of representations in RepR̄(H1 ×H2)

(Θ(π1) ⊗D1 π1) ⊗R R̄ ≃
⊕

w∈HomR(R(ρ1),R̄)

Θ(wρ1) ⊗R̄
wρ1.

Moreover, by considering Θ(π1) as a representation in RepE1(H2), there exists a bijection
φ : HomR(R(ρ1), R̄) → HomR(E1, R̄) such that

Θ(π1) ⊗E1,φ(w) R̄ ≃ m1Θ(wρ1)

as R[H2] − Mm1(R̄)-modules via D1 ⊗E1,φ(w) R̄ ≃ Mm1(R̄).

Proof. Theorem 3.6 ensures that
Vπ1 ⊗R R̄ ≃

⊕
w∈HomR(R(ρ1),R̄)

(V ⊗R R̄)wρ1 .

Now we can use Theorem 4.1 to obtain the first isomorphism of the lemma.
Any representation Vπ1 ⊗E1,w′ R̄ with w′ ∈ HomR(E1, R̄) is isomorphic to one and

only one of (V ⊗R R̄)wρ1 with w ∈ HomR(R(ρ1), R̄). This defines the bijection φ.
To end the proof, the isomorphism (Θ(π1)⊗D1π1)⊗E1,φ(w) R̄ ≃ Θ(wρ1)⊗R̄

wρ1 induces
the desired isomorphism thanks to the fact that D′1 = D1 ⊗E1,φ(w) ⊗R̄ ≃ Mm1(R̄) and

(Θ(π1) ⊗D1 π1) ⊗E1,φ(w) R̄ ≃ (Θ(π1) ⊗E1,φ(w) R̄) ⊗D′
1

(π1 ⊗E1,φ(w) R̄)

≃ (Θ(π1) ⊗E1,φ(w) R̄) ⊗D′
1

(m1
wρ1)

≃ Θ(wρ1) ⊗R̄
wρ1.
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By Morita equivalence of Mm1(R̄) and R̄, we obtain Θ(π1) ⊗E1,φ(w) R̄ ≃ m1Θ(wρ1). □

4.4. The three propositions below prove the equivalence for each statement.

Proposition 4.5. The following assertions are equivlent
a) the R[H2] −D1-bimodule Θ(π1) has finite length;
b) all representations Θ(wρ1) have finite length;
c) there exists wρ1 such that Θ(wρ1) has finite length.

Proof. We only need to show that a) ⇒ b) and c) ⇒ a), since b) ⇒ c) is obvious.
For a) ⇒ b), we first recall that irreducible representations are admissible thanks to

Corollary 2.5 and the remark thereafter. Therefore, if the R[H2] − D1-bimodule Θ(π1)
has finite length, Lemma 3.2 implies that Θ(π1) ⊗D1 π1 is an admissible representation
of finite length in RepR(H1 × H2). By extending scalars to R̄ as in Theorem 2.3, the
representation (Θ(π1) ⊗D1 π1) ⊗R R̄ has finite length in RepR̄(H1 ×H2). Then Lemma
4.4 allows us to conclude that Θ(wρ1) has finite length for all wρ1.

For the last implication c) ⇒ a), we use Lemma 4.4 again. The isomorphism

Θ(π1) ⊗E1,φ(w) R̄ ≃ m1Θ(wρ1)

is compatible with the right action of D1 ⊗E1,φ(w) R̄ ≃ Mm1(R̄), therefore the R̄[H2] −
Mm1(R̄)-bimodule Θ(π1) ⊗E1,φ(w) R̄ has finite length provided Θ(ρw1 ) has finite length
in RepR̄(H2). This implies that Θ(π1) is an R[H2] −D1-bimodule of finite length. □

Proposition 4.6. Suppose Θ(π1) is an R[H2] −D1-bimodule of finite length and denote
by θ(π1) its co-socle. When Θ(π1) ̸= 0, the following assertions are equivalent

a) the R[H2] −D1-bimodule θ(π1) is irreducible;
b) all representations θ(wρ1) are irreducible;
c) there exists wρ1 such that θ(wρ1) is irreducible.

Proof. As in the previous proof, the implication b) ⇒ c) is obvious.
For a) ⇒ b), we prove the contraposition. We then suppose there exists wρ1 such that

θ(wρ1) is not irreducible. We want to show there exist two irreducible representations
τ2 and τ ′2 in Repgen

R̄
(H2) such that Θ(wρ1) ⊗R̄ (wρ1) admits (τ2 ⊗R̄ (wρ1)) ⊕ (τ ′2 ⊗R̄ (wρ1))

as a quotient.
On the one hand, the representation (τ2 ⊗R̄ (wρ1))|R of H1 is π1-isotypic. According to

Lemme 3.4, there exists an R[H2]−D1-bimodule σ2 such that (τ2⊗R̄(wρ1))|R ≃ σ2⊗D1π2.
Moreover, it is semisimple as a representation in RepR(H1 ×H2). So σ2 is isotypic and
we let π2 be any irreducible factor of σ2. We use similar notations for τ ′2 and σ′2 and π′2.

On the other hand, Lemma 4.4 implies Θ(wρ1) ⊗R̄ (wρ1) ≃ (Θ(π1) ⊗D1 π1) ⊗E1,φ(w) R̄.
We deduce that the obvious morphism of Θ(π1)⊗D1 π1 in the right-hand side guarantees
that Θ(π1) ⊗D1 π1 admits (π2 ⊗D1 π1) ⊕ (π′2 ⊗D1 π1) as a quotient. The kernel of this
quotient map is of the form σ′′2 ⊗D1 π1 where σ′′2 is a sub-R[H2] −D1-bimodule of Θ(π1)
by Lemma 3.4. As a result, this quotient map induces a quotient Θ(π1) → π2 ⊕ π′2 of
R[H2] −D1-bimodules whose kernel is precisely σ′′2 . Hence θ(π1) is not irreducible.

Finally, the implication c) ⇒ a), we will prove the contraposition again. We then
suppose that θ(π1) is not irreducible. We need to show that for all wρ1, the representation
θ(wρ1) is not irreducible. However Θ(π1) ⊗D1 π1 admits θ(π1) ⊗D1 π1 as a quotient. As
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a result (Θ(π1) ⊗D1 π1) ⊗R R̄ admits (θ(π1) ⊗D1 π1) ⊗R R̄ as a quotient. But (Θ(π1) ⊗D1

π1) ⊗E1,φ(w) R̄ admits (θ(π1) ⊗D1 π1) ⊗E1,φ(w) π1 and θ(π1) ⊗E1,φ(w) R̄ = m1θ(wρ1) as a
quotient. Hence θ(wρ1) is not irreducible because θ(π1) is not and the scalar extension
functor is exact, therefore θ(π1) ⊗E1,φ(w) R̄ has length at least 2m1. □

Proposition 4.7. Suppose Θ(π1) and Θ(π′1) are two R[H2] − D1-bimodules of finite
length whose respective co-socles θ(π1) and θ(π′1) are irreducible. Let ρ1 and ρ′1 be ir-
reducible representations contained in the scalar extension to R̄ of π1 and π′1. Assume
D1 = EndR[H1](π1) ≃ EndR[H1](π′1). Then the following assertions are equivalent

a) θ(π1) ≃ θ(π′1) as R[H2] −D1-bimodules;
b) for all wρ1, there exists w′

ρ′1 such that θ(wρ1) ≃ θ(w′
ρ′1);

c) there exists wρ1 and w′
ρ′1 such that θ(wρ1) ≃ θ(wρ′1).

Proof. The implication b) ⇒ c) is still obvious.
For a) ⇒ b), the isomorphism θ(π1) ⊗E1,φ(w) R̄ ≃ m1θ(wρ1) is an isomorphism of

R̄[H2] − (D1 ⊗E1,φ(w) R̄)-bimodules. And likewise for θ(π′1) and some θ(w′
ρ′1). If θ(π1) ≃

θ(π′1), then θ(wρ1) ≃ θ(w′
ρ′1) in RepR̄(H2).

Regarding the last implication c) ⇒ a), there exists thanks to the previous paragraph
an isomorphism θ(π1)⊗E1,φ(w) R̄ ≃ θ(π′1)⊗E1,φ′(w′) R̄ because θ(wρ1) ≃ θ(w′

ρ′1). Let σ ∈
GalR(R̄). Then σ(θ(π1) ⊗E1,φ(w) R̄) ≃ θ(π1) ⊗E1,φ(σw) R̄. In particular, this implies that
θ(σwρ1) ≃ θ(σw′

ρ1). Therefore, there exists a bijection ψ of HomR(R(ρ1), R̄) such that
for all w0 ∈ HomR(R(ρ1), R̄), we have θ(w0ρ1) ≃ θ(ψ(w0)ρ′1). We thus have isomorphisms
of R̄[H2] − (D1 ⊗R R̄)-bimodules

θ(π1) ⊗R R̄ ≃ ⊕w0θ(π1) ⊗E1,φ(w0) R̄ ≃ θ(π′1) ⊗R R̄.

By restriction of scalars, (θ(π1)⊗R R̄)|R is an R[H2]−D1-bimodule which is at the same
time θ(π1)-isotypic and θ(π′1)-isotypic. Therefore θ(π1) ≃ θ(π′1). □

4.5. We now assume R is algebraically closed. Let V ∈ RepR(H1 ×H2), we can define
ΘV as earlier. We add the subscript V here because we want to be able to consider ΘV ′

for another V ′ ∈ RepR(H1 ×H2). We have a compatibility of the isotypic lifts with the
Galois action in the following sense:

Theorem 4.8. The isotypic lifts are compatible with the action of GalR0(R) in the sense
that, for all σ ∈ GalR0(R) and for all π1 ∈ IrrR(H1), we have

σΘV (π1) ≃ ΘσV (σπ1).

Proof. The morphism V ↠ Vπ1 induces σV ↠ (σV )σπ1 and σ(Vπ1) ≃ (σV )σπ1 . Therefore
σ(ΘV (π1) ⊗R π1) ≃ σΘV (π1) ⊗R

σπ1 ≃ ΘσV (σπ1) ⊗R
σπ1, so σΘV (π1) ≃ ΘσV (σπ1) by

Theorem 4.1 and the uniqueness of the lift. □

Part 2. Galois descent on the Weil representation

5. Galois descent as Morita equivalences

The Galois descent theorems – obtained by taking the fixed points under the ac-
tion of some Galois group – can be seen as a particular case of faithfully flat descent.
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We give here another interpretation of the Galois descent theorems in terms of Morita
equivalences, which is a representation theoretic approach of these results.

5.1. Let A be a Dedekind ring and let A → B be a (finite) étale morphism. Let
G = AutA(B) be the finite group of ring automorphisms of B that are A-linear.

Definition 5.1. The twisted group algebra B′[G] is the A-algebra on the free B-module⊕
g∈GB ·g of basis G endowed with the twisted multiplication (α·g)×(β ·g′) = αg(β)·gg′.

A module V over B′[G] is equivalently a B-module endowed with a semi-linear action
of G. We have the following equivalence of categories:

Theorem 5.2. The category of A-modules is equivalent to the category of B′[G]-modules.
Given a B′[G]-module V , the natural map V G ⊗A B → V is an isomorphism.

This theorem can be seen as a consequence of Morita equivalences. Indeed, since
A → B is étale, the module B is a progenerator of the category of A-modules, therefore:

V 7→ V ⊗A B

is a Morita equivalence between the categories of A-modules and EndA(B)-modules.
However, the natural map:

B′[G] → EndA(B)

is an isomorphism. Indeed, it becomes an isomorphism at the generic fibre, this gives
the injectivity. We claim the map is surjective because no prime in A ramifies in B.
It is easy to see the isomorphism holds when B is free over A as the determinant of
the image of g ∈ G in EndA(B) divides the discriminant, which is invertible by our
ramification hypothesis. In general B is locally free, so we reduce the claim to the free
case by localisation.

We need to explain why V G ⊗A B → V is an isomorphism. As a consequence of
the previous equivalence of categories, there exists an A-submodule W of V such that
V = W ⊗A B. But (W ⊗A B)G = W , so we deduce that W = V G.

5.2. We can generalise the Galois descent theorem above when A → B is proétale i.e.
when we can write B as a limit of Bi’s where A → Bi is étale. It is no longer true that
the group G = AutA(B) is finite, but it is profinite. If we set Gi = AutA(Bi), we have:

G = lim
←

Gi.

The profinite case almost works in the same way as the finite case, except that the action
must now be coming from finite groups i.e. be smooth in the usual sense. In particular
V is smooth if and only V = ∪iV Gi . We deduce easily from the finite case that:

Theorem 5.3. The category of A-modules is equivalent to the category of B-modules
with semi-linear smooth action of G. Given a smooth B′[G]-module V , the natural map
V G ⊗A B → V is an isomorphism.
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6. Preliminaries on the Weil representation

Let F be a field of characteristic not 2, that is either a finite field of cardinality q or
a non-archimedean local field of residual cardinality q. We write q = pf where p is a
prime number. Let (W, ⟨ , ⟩) be a symplectic vector space of finite dimension n = 2m
over F . Let H be the Heisenberg group i.e. H = W × F as a set with group law

(w, t) · (w′, t′) = (w + w′, t+ t′ + 1
2⟨w,w′⟩)

for w,w′ ∈ W and t, t′ ∈ F . The centre of H is identified with F via t 7→ (0, t).
Let R0 be Q or Fℓ with ℓ ̸= p and let K be the field extension R0[ζp] if char(F ) > 0 and

R0[ζp∞ ] if char(F ) = 0. The Galois group G = Gal(K/R0) is abelian. It is a subgroup
of (Z/pZ)× if char(F ) > 0 and an open subgroup of Z×p otherwise.

Let ψ : F → K× be a non-trivial smooth character. If σ ∈ G, we define a non-trivial
character σψ : F → K× via ψσ(t) = σ(ψ(t)). If γ ∈ F×, we define a non-trivial character
ψγ : F → K× via ψγ(t) = ψ(γt). Since the action of F× on non-trivial characters is
simply transitive, we deduce that for each {(σ, γ) ∈ G× F× | ψσ = ψγ} is the graph of
an homeomorphism which identifies G with a compact subgroup of F×.

Let W = X ⊕ Y be a complete polarisation. In particular X and Y are Lagrangians.
It also defines a duality between Y and X by identifying Y and X∗ via y 7→ ⟨y,−⟩.

6.1. The Schrödinger model of the Heisenberg representation associated to ψ and X is
the representation (ρψ,X , Sψ,X) ∈ RepK(H) with central character ψ defined by

Sψ,X = indHXH (ψX)

where XH = X×F is a subgroup of H and ψX : (x, t) ∈ XH 7→ ψ(t) ∈ K× is a character.
Thanks to our complete polarisation, we have a canonical isomorphism between Sψ,X
and C∞c (Y,K) via f 7→ f |Y . This allows us to consider Sψ,X on the space C∞c (Y,K),
which is a vector space independent of ψ, though the action of H on this vector space
will depend on ψ. To be more explicit

ρψ,X(x+ y, t) · f(y′) = ψ(t)ψ(⟨y′, x⟩ + 1
2⟨y, x⟩)f(y′ + y)

for x ∈ X, y ∈ Y , t ∈ F and f ∈ C∞c (Y,K).
For σ ∈ G, we define σ·f ∈ C∞c (Y,K) via (σ·f)(y) = σ(f(y)). The morphism f 7→ σ·f

defines a semilinear isomorphism (ρψ,X , Sψ,X) ≃ (ρψσ ,X , Sψσ ,X) of representations i.e.

σ · (ρψ,X(h)f) = ρψσ ,X(h)(σ · f)

for all h ∈ H and all f ∈ C∞c (Y,K). In particular σρψ,X ≃ ρψσ ,X .

6.2. Thanks to the Stone-von Neumann Theorem [MVW87, Tri26], there exists a unique
ρψ ∈ IrrK(H) with central character ψ. Moreover ρψ is admissible and absolutely irre-
ducible. Let trρψ : HK(H) → K be the trace-character of ρψ defined in Section 1.7 and
recall that R(ρψ) is its rationality/character field and m(ρψ) its Schur index.

Proposition 6.1. We have R(ρψ) = K and m(ρψ) = 1.



20 JUSTIN TRIAS

Proof. Let σ ∈ Gal(K/R0). Since the representation σρψ is irreducible and has central
character ψσ, it is isomorphic to ρψσ by Stone-von Neumann Theorem. Then σρψ ≃ ρψ
only if ψσ = ψ i.e. σ = id. So H(ρψ) = {id} and R(ρψ) = K. Since ρψ is already
realised over R(ρψ), we obtain m(ρψ) = 1. □

6.3. Let Mp(W ) = Sp(W ) ×cX {±1} be the metaplectic group and let (ωψ,X , Sψ,X) ∈
RepK(Mp(W )) be the Weil representation associated to ψ and X [Tri26]. As earlier,
we realise the Weil representations ωψ,X for each character ψ in a uniform way via the
isomorphism Sψ,X ≃ C∞c (Y,K) of vector spaces.

From now on, we will write (ωψ,X , C∞c (Y,K)) for the Weil representation associated
to ψ and X. Let P (X) be the stabiliser of X in Sp(W ), also called the Siegel parabolic,
and denote by P (X) = M(X)N(X) its Levi decomposition with respect to the complete
polarisation W = X ⊕ Y . We have an antiisomorphism a ∈ GLF (X) 7→ a∗ ∈ GLF (Y )
and an isomorphism b ∈ HomF (Y,X) 7→ b∗ ∈ HomF (Y,X) via Y ∼= X∗ and X∗ ∼= Y .
We let Hom∗,−F (Y,X) = {b ∈ HomF (Y,X) | b∗ = −b} be the antisymmetric morphisms.

We can describe ωψ,X on generators of Sp(W ) via
• if m ∈ M(X) with m|X = a ∈ GLF (X), then

(ωψ,X(m, 1) · f)(y) = Ωψ
1,det(a)f(a∗y).

• if n ∈ N(X) with n− idW = b ∈ Hom∗,−F (Y,X), then

(ωψ,X(n, 1) · f)(y) = ψ(1
2⟨by, y⟩)f(y).

• if w ∈ Sp(W ) with w(X) = Y and w|X = c ∈ IsoF (X,Y ), then

(ωψ,X(w, 1) · f)(y) =
∫
X
ψ(⟨x, y⟩)f(cx)dµψw(x)

where µψw = Ωµ(ψ ◦Qw)−1µ and Qw(x) = 1
2⟨wx, x⟩ = 1

2⟨cx, x⟩ (see [Tri26]).

6.4. Let σ ∈ G = Gal(K/R0) and consider the morphism f 7→ σ · f as before. The non-
normalised Weil factor sastisfies σ(Ωµ(ψ◦Q)) = Ωµσ(ψσ◦Q). In particular σ(Ωψ

1,γ) = Ωψσ

1,γ
for all γ ∈ F×. Therefore, for all f ∈ C∞c (Y,K) and (g, λ) ∈ Mp(W ), we have

σ · (ωψ,X(g, λ)f) = ωψσ ,X(g, λ)(σ · f)
because the metaplectic cocycle cX takes values in {±1}. In particular σωψ,X ≃ ωψσ ,X .

6.5. For γ ∈ F×, it is well-known that ωψγ ,X ≃ ωψ,X if and only γ ∈ F×2. The proof is
the same as in the complex case, where the if part comes from the action of GSp(W ) by
conjugation [GKT25, 9.1.2] and the only if part from a computation of twisted Jacquet
functors [GKT25, 9.4.3]. We need to be more precise than that to perform our Galois
descent. Let ( , )F be the quadratic Hilbert symbol, which is trivial if F is a finite field.

Proposition 6.2. For γ ∈ F×, we have the following identities:
ωψγ ,X(m(a), 1) = (γ,det(a))Fωψ,X(m(a), 1)(1)

ωψγ ,X(n(b), 1) = ωψ,X(n(γb), 1)(2)
ωψγ ,X(w(c), 1) = Ωw,γωψ,X(w(γc), 1)(3)
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where Ωw,γ = Ωµ(ψ ◦Qw)
Ωµ(ψγ ◦Qw) |γ|mF .

Proof. We have Ωψγ

1,det(a) = (γ,det(a))FΩψ
1,det(a) by the properties of the non-normalised

Weil factor according to [Tri26, Sec 4], so this proves the first formula. The second one
is very straightforward. The last one comes from a simple change of variables. □

Corollary 6.3. Let γ ∈ O×F and write mγ for m(γidX). We have
ω
ψγ2 ,X(g, λ) = ω

mγ
ψ,X(g, λ).

Proof. In the metaplectic group, we have (mγ , µ)(g, λ)(mγ , µ)−1 = (mγgm
−1
γ , λ). Recall

that the quadratic Hilbert symbol ( , )F is trivial on squares and that the non-normalised
Weil factor satisfies Ωµ(ψγ2 ◦ Qw) = Ωµ(ψ ◦ Qw ◦ γ) = |γ|mF Ωµ(ψ ◦ Qw) when γ ∈ F×.
Therefore, when γ ∈ O×F , we obtain from Proposition 6.2 three equalities

ω
ψγ2 ,X(m, 1) = ωψ,X(m, 1) = ωψ,X(mγmm

−1
γ , 1)(4)

ω
ψγ

2
,X

(n, 1) = ωψ,X(mγnm
−1
γ , 1)(5)

ω
ψγ2 ,X(w, 1) = ωψ,X(mγwm

−1
γ , 1)(6)

Since the symplectic group Sp(W ) is generated by elements of the form m,n,w, the
genuine representations ω

ψγ2 ,X and ω
mγ
ψ,X of Mp(W ) must be equal. □

7. Descent when p ̸= 2

7.1. Write G = G2 ×G2′ where G2 is a finite 2-group and G2′ has pro-order prime-to-2.
In particular the square morphism σ 7→ σ2 induces a group automorphism of G2′ . Let
L = KG2′ be the fixed field of G2′ , which is a finite extension of R0. We can always
operate a Galois descent to this subfield:

Theorem 7.1. The Weil representation can be realised over L.

Proof. We define an Mp(W )-equivariant semilinear action of G2′ on (ωψ,X , C∞c (Y,K)).
For σ ∈ G2′ , there exists a unique element γ ∈ (O×F )2′ such that (ψγ2)σ = ψ. We set:

(rσ · f)(y) = σ

(
(ωψ,X(mγ , 1) · f)(y)

)
.

Corollary 6.3 ensures ωψ,X(g, λ) and rσ commute for all (g, λ) ∈ Mp(W ) and all σ ∈ G2′ .
It is easy to see that the semilinear action thus defined is smooth. As Spec(K) → Spec(L)
is proétale, we are in the situation of an effective descent data of Theorem 5.3 so the
subspace V of G2′-fixed points in C∞c (Y,K) satisfies V ⊗LK ∼→ C∞c (Y,K). This V clearly
inherits a smooth action of Mp(W ). □

7.2. We can improve this theorem by looking at a finer decomposition of ωψ,X involving
the so-called even and odd parts of the Weil representation. We only pursue this goal
when R0 = Q because the even and odd parts are known to be absolutely irreducible
representation. Denote by

• (ω+
ψ,X , S

+
ψ,X) the even functions on Y ;

• (ω−ψ,X , S
−
ψ,X) the odd functions on Y .
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Both are admissible absolutely irreducible representations of Mp(W ) that can be realised
over L by Theorem 7.1, where L/Q has degree |G2| = val2(p − 1). We let p∗ be −p if
p ≡ 3[4] and p if p ≡ 1[4]. We rephrase a well-known fact about the dependence of the
isomorphism class of ωψ,X on the character ψ in the following way:

Theorem 7.2. R(ω+
ψ,X) = R(ω−ψ,X) =

{
Q if q ∈ p2N

Q[
√
p∗] if q ∈ p2N+1 .

Proof. Via the identification of G with a subgroup of O×F , let σ ∈ G and let γ ∈ O×F be
the unique element such that ψσ = ψγ . The map σ 7→ λ induces a group isomorphism
with Z/(p− 1)Z or Z×p , as embedded subgroups in O×F , according to whether char(F ) is
positive or not. We know by Section 6.4 that ω±ψγ ,X ≃ ω±ψ,X if and only if γ ∈ O×2

F .
Therefore H(ω±ψ,X) = {σ ∈ G | ω±ψσ ,X ≃ ω±ψ,X} = G ∩ O×2

F . The subgroup G ∩ O×2
F

of G is equal to G if and only if q ∈ p2N, and is a subgroup of index 2 otherwise. As a
result, the fixed field of G ∩ O×2

F gives the character field, which is either Q or Q[
√
p∗]

according to whether q is a square or not. □

7.3. We first deal with the even part, as it is simpler.

Theorem 7.3. The even part ω+
ψ,X can be realised over its character field R(ω+

ψ,X).

Proof. We first consider the case q ≡ 3[4] or equivalently p ≡ 3[4] and q ∈ p2N+1. Note
that we already have that L = Q[

√
−p] = R(ω+

ψ,X) and therefore the theorem holds.
We can assume −1 ∈ O×2

F as this is equivalent to q ≡ 1[4]. Therefore Ωψ
1,−1 = 1 and

(−1, γ)F = 1 for all γ ∈ F×. In particular ω+
ψ,X((−idW , 1)) = idS+

ψ,X
and

ω+
ψ,X(m−γ , 1) = ω+

ψ,X(mγ , 1) for all γ ∈ F×.

we recall that G ∩ O×2
F ⊆ G is a subgroup of index 1 or 2 according to whether q is a

square or not. Let σ ∈ G ∩ O×2
F 7→ γ ∈ O×F be any map subject to the relation σ = γ2.

Because p is odd, the restriction of the quadratic Hilbert symbol to O×F ×O×F is trivial.
Since ω+

ψ,X(m−γ , 1) = ω+
ψ,X(mγ , 1), the earlier descent formula

(rσ · f)(y) = σ

(
(ω+
ψ,X(mγ , 1) · f)(y)

)
still defines a continuous semi-linear action of G ∩ O×2

F on ω+
ψ,X . So the representation

can be realised over the fixed field of G ∩ O×2
F which is R(ω+

ψ,X). □

7.4. The odd part requires more work.

Theorem 7.4. The odd part ω−ψ,X can be realised over
• R(ω−ψ,X) if p ≡ 3[4] and q ∈ p2N+1;
• R(ω−ψ,X)[

√
−p] and m(ω−ψ,X) = 2 otherwise.

Proof. The easiest case to deal with is q ≡ 3[4] or equivalently p ≡ 3[4] and q ∈ p2N+1.
In this case L = Q[

√
−p] already, and Theorem 7.2 ensures this is the character field.
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To deal with the other two cases, we use information about the endomorphism ring
of ω−ψ,X . First of all, for all Q ⊆ M ⊆ L, we have

ω−ψ,X |M ⊗M L ≃
⊕

σ∈Gal(L/M)
ω−ψσ ,X .

Recall that G2 = Gal(L/Q) is a finite cyclic group of order 2k where k = val2(p−1) ≥ 2.
According to Theorem 7.2, two cases now arise

• ω−ψσ ,X ≃ ω−ψ,X for all σ ∈ G2 i.e. G ∩ O×2
F = G i.e. q is a square;

• there exists σ ∈ G2 such that ω−ψσ ,X is not isomorphic to ω−ψ,X .
In particular this distinction implies that the character field is Q or Q[

√
p∗].

We first prove a negative result: it is impossible to descend further than L along L.

Lemma 7.5. The representation ω−ψ,X ∈ RepL(Mp(W )) is not defined over any strict
subextension of L.

Proof. Since L/Q is cyclic, the extension L/L′ is cyclic for any subextension L′ of L. By
cyclicity, if any descent can be achieved along L, then it can be achieved over the totally
real subextension L0 of index 2 of the CM-field L. Let τ ∈ Gal(L/L0) ⊆ Gal(L/Q) be
the complex conjugation, which is the unique element of order 2.

If ω−ψ,X descends to L0, there is a τ -linear Mp(W )-automorphism of ω−ψ,X of order 2.
Note that τ -linear Mp(W )-automorphisms are unique up to a scalar thanks to Schur’s
lemma. Choose i ∈ O×F such that i2 = −1. Then

rτ · f = τ(ω−ψ,X(mi, 1)f)

is a τ -linear Mp(W )-automorphism of ω−ψ,X . It satisfies r2
τ = ω−ψ,X(m−1, 1) = −idS−

ψ,X
.

Remark that any λrτ with λ ∈ L satisfies
(λrτ )2 = −λτ(λ)idS−

ψ,X
.

But λτ(λ) ∈ R+ since L is a CM-field, so there is no τ -linear Mp(W )-automorphism of
order 2 and ω−ψ,X does not descend to any strict subextension of L. □

Let σ be a generator of G2. Then G2 ∩ O×2
F = ⟨σa⟩ where a = 1 if q is a square and

a = 2 otherwise. We set τ = σa and choose α ∈ O×F such that τ = α2. The element τ
has order 2ka where ka = k − a+ 1 is k or k − 1. Define

rτ · f = τ(ω−ψ,X(mα, 1)f).

Then r2ka
τ = ω−ψ,X(m−1, 1) = −idS−

ψ,X
.

To simplify notations we set R for the character field, which is also the fixed field of
G2 ∩ O×2

F in L. Let A = EndR[Mp(W )](ω−ψ,X |R). On the one hand A contains L and rτ ,
so it contains the twisted R-algebra generated by L and rτ which is of the form

Aτ = L′[Xτ ]/(X2ka
τ + 1).

On the other hand ω−ψ,X |R ⊗R L ≃ 2ka · ω−ψ,X , therefore

EndL[Mp(W )](ω−ψ,X |R ⊗R L) ≃ M2ka (L).
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Comparing the latter with the dimension of Aτ⊗RL, we deduce that Aτ⊗RL ≃ M2ka (L).
Therefore Aτ = A is a central simple R-algebra.

Lemma 7.6. Let D/R be the unique quaternion division algebra ramified at p and ∞.
Then A is isomorphic to M2ka−1(D).

Proof. We know that A = Aτ = L′[Xτ ]/(X2ka
τ + 1). We show that A⊗Q Qv is split if v

is a place different from p or {∞}. Note that Rv = R⊗Q Qv is an unramified extension
of Qv since L/Q is only ramified at p, and likewise Lv = L ⊗Q Qv is unramified. In
particular, there exists λv ∈ Lv such that NLv/Rv(λv) = −1 by local class field theory.
As a result λvrτ has order 2ka and we obtain a semi-linear action of ⟨τ⟩ = H2 ∩ O×2

F on
the Weil representation, which can be realised as V ∈ IrrR(Mp(W )) and therefore

(ω−ψ,X |R) ⊗R Rv ≃ (ω−ψ,X ⊗L Lv)|Rv ≃ 2kaV.
This implies that A⊗R Rv is split.

We claim that A ≃ Aop. Indeed, since −1 is a square in O×F , we have ω−ψ−1,X ≃ ω−ψ,X .
Furthermore, we have the well-known result

(ω−ψ,X)∨ ≃ ω−ψ−1,X .

When V is a representation, there is a canonical identification End(V ∨) ∼= End(V )op.
Therefore A is isomorphic to Aop so the order of A in the Brauer group is either 1 or 2.

Since R is a number field, the 2-torsion in the Brauer group of R is generated by
quaternion algebras. Therefore there exists a quaternion algebra D over R such that
A ≃ M2ka−1(D). We proved that A splits at all places of Q different from p and ∞.
But A can’t be split by Lemma 7.5, otherwise we would be able to descend the Weil
representation to a strict subextension of L. Because R is totally real and R/Q is totally
ramified at p, this implies that D is the unique quaternion algebra ramified at p and ∞.
The lemma is now proved. □

Since ω−ψ,X |R is semisimple and its endomorphism ring A is isomorphic to M2ka−1(D),
there exists V ∈ IrrR(Mp(W )) such that

ω−ψ,X |R ≃ 2ka−1V.

Morever EndR[Mp(W )](V) ≃ D and V ⊗R L ≃ 2ω−ψ,X .
Note that D splits over the quadratic extension R[

√
−p] of R, therefore there exists

V ′ ∈ IrrR[
√
−p](Mp(W )) such that V ⊗R R[

√
−p] ≃ 2V ′. Going to the composite L[

√
−p]

of R[
√

−p] and L, we get that V ′ is a realisation of ω−ψ,X ⊗L L[
√

−p] over R[
√

−p] and
the Schur index m(ω−ψ,X) must be 2 as ω−ψ,X can’t be realised over R. □

7.5. In the modular setting R0 = Fℓ with ℓ ̸= 2, we still have the decomposition into
even and odd functions of the Weil representation, though these representations may fail
to be irreducible. The obvious analogue of Theorem 7.2 is valid i.e.

R(ω±ψ,X) =
{

Fℓ if q ∈ p2N

Fℓ[
√
p∗] if q ∈ p2N+1

where Fℓ(
√
p∗) = Fℓ if p∗ is a square. Likewise, the proof of Theorem 7.3 still works.

However, we note the following major difference with the R0 = Q case: as a consequence
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of Wedderburn’s Theorem, the Schur index is always 1 when R0 = Fℓ. In particular
ω−ψ,X can be realised over its character field. Indeed, in Theorem 7.4, the obstruction
to descent comes from a norm problem which can always be solved for finite fields by
surjectivity of the norm, as we can always find λ ∈ L such that

NL/R(ω−
ψ,X

)(λ) = −1.

7.6. We simply remark that most of the arguments we developed could be applied in
families i.e. for ring of integers of number fields. We point out that Theorem 7.1 is
still valid over OL[1/p] as OL[1/p] → OK[1/p] is proétale and ωψ,X can be realised over
OK[1/p]. Therefore the Weil representation can be realised over OL[1/p]. If we invert 2
as well, we can use the decomposition ωψ,X ∼= ω+

ψ,X ⊕ ω−ψ,X and our descent arguments
still work over the localised version O[1/2p] of the rings of integers of the fields appearing
in Theorems 7.3 and 7.4.

8. Descent when p = 2

8.1. Let F be a 2-adic field. As opposed to the previous p ̸= 2 case, the restriction
of ( , )F to O×F × O×F is no longer trivial. For example (−1,−1)Q2 = −1. The Galois
group G = Gal(K/R0) is an open subgroup of Z×2 ⊆ O×F . We have Z×2

2 = 1 + 8Z2 so the
cardinality of Z×2 /Z

×2
2 is 4. However, unlike the case p ̸= 2, the pro-order of Z×2 only has

one single prime divisor and the torsion elements in Z×2 are simply 1 and −1. Another
key difference is the fact that Z×2 is not procyclic as Z×2 /Z

×2
2 ≃ Z/2Z × Z/2Z. However

Z×2
2 is procyclic. There are three maximal procyclic subgroups, namely 1+(2+4)δ+8Z2

and 1 + 2δ + 8Z2 and 1 + 4δ + 8Z2 where δ runs over {0, 1}.

8.2. We define a descent argument on G2′ = Z×2
2 ∩ Gal(K/R0). Note that G2′ has pro-

order 2∞, but we use this notation by analogy with the previous case. Let L = KG2′ .
The degree of L/R0 is 1, 2 or 4. When R0 = Q, the extension L/Q has degree 4 and is
biquadratic as L = Q[

√
−1,

√
2] = Q[ζ8].

Theorem 8.1. The Weil representation can be realised over L.

Proof. The situation is rather similar to the case p ̸= 2, but there are a few technical
complications. In order to define our descent argument, we first want to be able to
extract roots from G2′ to O×F i.e. to define a group morphism σ ∈ G2′ 7→ λ ∈ O×F
subject to the relation σ = λ2. To do so, we can embed G2′ in 1 + 2δ + 8Z2 – note that
1 + 4δ+ 8Z2 works equally well – and extract roots in this subgroup of Z×2 ⊆ O×F i.e. for
all σ ∈ G2′ there exists a unique λ ∈ 1 + 2δ + 8Z2 such that σ = λ2. We obtain a group
isomorphism σ ∈ G2′ 7→ λ ∈ O×F and we denote by G′ its image in O×F , which contains
G2′ as an index 2 subgroup.

As opposed to the case p ̸= 2, the quadratic Hilbert symbol for λ, λ′ ∈ O×F in the
action of M(X) is non-trivial i.e. ωψ,X(mλ, 1)ωψ,X(mλ′ , 1) = (λ, λ′)Fωψ,X(mλλ′ , 1). We
can consider the restriction of (−,−)F to G′, which is a subgroup of O×F . We define an
action of G2′ on the Weil representation via

rσ · f = σ(ωψ,X(mλ, γλ)f)
where ∂γ trivialises the 2-cocycle (−,−)F on G′ e.g. we can take



26 JUSTIN TRIAS

• γu = 1 for u ∈ G′ when (−,−)F is trivial on G′;
• γu = 1 for u ∈ G2′ and γu = i for u ∈ G′\G2′ otherwise.

This defines an effective descent data as in the proof of Theorem 7.1 and we can realise
the Weil representation over the fixed field of G2′ i.e. over L. □

8.3. We now focus on the case R0 = Q. Let {1,−1, 3, 5} be representatives of Z×2 /Z
×2
2

in Z×2 and write [α] = ⟨α,Z×2
2 ⟩ for α ∈ Z×2 . Let Z×2 ⊇ A = O×2

F ∩ Z×2 ⊇ Z×2
2 . We simply

recall that ζ8 = 1+i√
2 and Q[ζ8] = Q[

√
−2,

√
−1] contains three quadratic extensions of Q.

Theorem 8.2. The even part ω+
ψ,X can be realised over its character field, which is

• Q if A = Z×2 ;
• Q[

√
−2] if A = [3];

• Q[
√

−1] if A = [5];
• Q[

√
2] if A = [−1];

• Q[ζ8] if A = Z×2
2 .

Proof. Let A = Z×2 and choose
√

−1 and
√

3 in O×F . For σ−1 and σ3 the Galois elements
corresponding to −1 and 3, we define

rσ−1 · f = σ−1(ω+
ψ,X(m√−1, 1)f) and rσ3 · f = σ3(ω+

ψ,X(m√3, 1)f).
Since the actions of σ−1 and σ3 commute, we obtain a semilinear Galois action of
Gal(Q[ζ8]/Q), so ω+

ψ,X descends to Q.
Let A = [3] and choose

√
3 in O×F . Define

rσ3 · f = σ3(ω+
ψ,X(m√3, γ)f)

where γ ∈ Q[ζ8] satisfies σ3(γ)γ = (
√

3,
√

3)F = (−1,
√

3)F . We can take γ = 1 when
(−1,

√
3)F = 1 and γ = ζ8 when (−1,

√
3)F = −1. We obtain a semilinear Galois action

of Gal(Q[ζ8]/Q[
√

−2]) as ζ3
8 + ζ8 =

√
−2, so ω+

ψ,X descends to Q[
√

−2], which is also the
character field because ω+

ψ−1,X is not isomorphic to ω+
ψ,X .

The case A = [5] is similar to A = [3]. We omit the details of the proof.
Let A = [−1] and choose

√
−1 in O×F . Define

rσ−1 · f = σ−1(ω+
ψ,X(m√−1, 1)f).

We obtain a semilinear Galois action of Gal(Q[ζ8]/Q[
√

2]) as ζ−1
8 + ζ8 =

√
2, so ω+

ψ,X

descends to Q[
√

2], which is also the character field as ω+
ψ3,X is not isomorphic to ω+

ψ,X .
Let A = Z×2

2 . Then ω+
ψα,X for α ∈ {−1, 3, 5} is not isomorphic to ω+

ψ,X , so the
character field is Q[ζ8], which was already a field of realisation for ω+

ψ,X . □

8.4. Once again, the odd part requires a bit more work.

Theorem 8.3. The representation ω−ψ,X can be realised over
• Q[

√
−2] or Q[

√
−1] if A = Z×2 and its character field is Q;

• its character field Q[
√

−2] if A = [3];
• its character field Q[

√
−1] if A = [5];

• Q[ζ8] if A = [−1] and its character field is Q[
√

2];
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• its character field Q[ζ8] if A = Z×2
2 .

The Schur index is 2 if A = Z×2 , [−1] and 1 otherwise.

Proof. Let A = Z×2 . The character field is Q. However, the representation ω−ψ,X |K
where K is either Q[

√
−1] or Q[

√
−2] satisfies ω−ψ,X |K ⊗K Q[ζ8] ≃ 2ω−ψ,X . Moreover

EndK[Mp(W )](ω−ψ,X |K) ≃ K ′[⟨σ⟩]/(σ2 − 1) where ⟨σ⟩ = Gal(Q[ζ8]/K) and define

rσ · f = σ(ω−ψ,X(m√σ, 1)f)

where (
√
σ,

√
σ)F = (−1,

√
σ)F = 1. Note that EndK[Mp(W )](ω−ψ,X |K) ≃ M2(K) and

therefore ω−ψ,X |K has length 2 and is semisimple i.e. ω−ψ,X descends to K.
Let A = [3] and choose

√
3 in O×F . Define
rσ3 · f = σ3(ω−ψ,X(m√3, γ)f)

where γ ∈ Q[ζ8] satisfies σ3(γ)γ = (
√

3,
√

3)F = (−1,
√

3)F . We can take γ = 1 when
(−1,

√
3)F = 1 and γ = ζ8 when (−1,

√
3)F = −1. We obtain a semilinear Galois action

of Gal(Q[ζ8]/Q[
√

−2]) as ζ3
8 + ζ8 =

√
−2, so ω−ψ,X descends to Q[

√
−2], which is also the

character field because ω−ψ−1,X is not isomorphic to ω−ψ,X .
The case A = [5] is similar to A = [3]. We omit the details of the proof.
Let A = [−1] and choose

√
−1 in O×F . The character field is Q[ζ8]A = Q[

√
2]. Define

rσ−1 · f = σ−1(ω−ψ,X(m√−1, 1)f).

Then EndQ[
√

2][Mp(W )](ω
−
ψ,X |Q[

√
2]) ≃ Q[ζ8]′[⟨τ⟩]/(τ2 + 1) where ⟨τ⟩ = Gal(Q[ζ8]/Q[

√
2]).

This is a central simple algebra over Q[
√

2] which is ramified at
√

2 and ∞, indeed it
is the scalar extension of Q[

√
−1]′[Gal(Q[

√
−1]/Q)]/(τ2 + 1) = D−1,−1 to Q[

√
2]. As a

result, the Schur index of ωψ,X is 2 and a field of realisation is Q[ζ8].
Let A = Z×2

2 . Then ω−ψα,X for α ∈ {−1, 3, 5} is never isomorphic to ω−ψ,X , so the
character field is Q[ζ8], which is already a field of realisation for ω−ψ,X .

When a representation can be realised over its character field, its Schur index is 1.
The Schur index is 2 in the remaining cases because the ring of endomorphisms of the
restriction to the character field is a quaternion division algebra. □

8.5. In the modular setting R0 = Fℓ, note that ℓ ̸= p = 2 as ℓ ̸= p, so we still have
the decomposition into even and odd functions of the Weil representation, though these
representations may fail to be irreducible. The obvious analogue of Theorem 8.3 is valid
– i.e. replacing Q by Fℓ – allowing Fℓ[α] = Fℓ if α already belonged to Fℓ. As noted in
the p ̸= 2 case, Wedderburn’s Theorem ensures the character field is always a field of
realisation. Similarly, the analogue of Theorem 8.3 is valid, replacing Q by Fℓ.

8.6. Once again, we remark that most of the arguments we developed could be applied
in families i.e. for ring of integers of number fields. We point out that Theorem 8.1
is still valid over OL[1/p] as OL[1/2] → OK[1/2] is proétale and ωψ,X can be realised
over OK[1/2]. Therefore the Weil representation can be realised over OL[1/p]. Moreover
2 is invertible, so we can use the decomposition ωψ,X ∼= ω+

ψ,X ⊕ ω−ψ,X and our descent
arguments still work over the localised version O[1/p] of the rings of integers of the fields
appearing in Theorems 8.2 and 8.3.
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